
Abstract

The degree of geographic concentration of individual manufacturing industries in the

U.S. has declined only slightly in the last twenty years. At the same time, new plant

births, plant expansions, contractions and closures have have shifted large quantities of

employment across plants, �rms, and locations. This paper uses data from the Census

Bureau's Longitudinal Research Database to examine how relatively stable levels of geo-

graphic concentration emerge from this dynamic process. While industries' agglomeration

levels tend to remain fairly constant, we �nd that there is greater variation in the locations

of these agglomerations. We then decompose aggregate concentration changes into por-

tions attributable to plant births, expansions, contractions, and closures, and �nd that the

location choices of new �rms and di�erences in growth rates have played the most signif-

icant role in reducing levels of geographic concentration, while plant closures have tended

to reinforce agglomeration. Finally, we look at coagglomeration patterns to test three of

Marshall's theories of industry agglomeration: (1) agglomeration saves transport costs by

proximity to input suppliers or �nal consumers, (2) agglomeration allows for labor market

pooling, and (3) agglomeration facilitates intellectual spillovers. While there is some truth

behind all three theories, we �nd that industrial location is far more driven by labor mix

than by any of the other explanatory variables.
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1 Introduction

At this point, it is well known that industries are often geographically concentrated in par-

ticular states or metropolitan areas (e.g. Florence (1948), Hoover (1948), Fuchs (1962),

Enright (1990), Krugman (1991), Ellison and Glaeser (1996)). Further, there is no short-

age of theories explaining why this concentration may occur (von Thunen (1825), Marshall

(1920), Krugman (1991)). This paper attempts to add a new dimension to existing descrip-

tive work on geographic concentration and to improve our understanding of the relative

importance of these theories by using data from the U.S. Census Bureau's Longitudinal

Research Database (LRD) to examine geographic concentration as the outcome of a dy-

namic process in which new plants are constantly being born, existing plants are expanding

and contracting at very di�erent rates, and a substantial number of businesses are failing.

Among our most notable conclusions are that there is a substantial degree of movement

of industries over time even among geographically concentrated industries; that births of

new �rms and expansions of existing plants tend to reduce agglomeration, while di�ering

rates of plant closures reinforce agglomeration levels; and that labor market explanations

for geographic concentration seem to be important empirically.

Our investigation begins in section 3 with a review of (and expansion on) the most

basic facts on the dynamics of agglomeration. Fuchs's (1962) monograph reported a fairly

widespread decline in agglomeration between 1929 and 1954. Kim (1995) delves more deeply

into the historical record and reports that on average agglomeration levels increased between

1860 and 1947 and declined thereafter, with the result that in many 2-digit industries the

level of agglomeration today is quite similar to what it was in 1860. To this, we add a more

detailed look at recent history using the index of Ellison and Glaeser (1997) to avoid certain

measurement problems. We �nd that agglomeration levels have declined slightly in the

past twenty years, but there is a striking degree of stability in which 3-digit manufacuring

industries were agglomerated in 1972 and 1992.

The stability in the degree to which individual industries are geographically concentrated

contrasts sharply with the dramatic changes in employment which exist at the plant level

(Dunne, Roberts and Samuelson (1989 a,b), Davis and Haltiwanger (1991)). Given this
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plant-level turnover, the agglomeration of industries clearly can not be attributed solely

to historical accidents which occurred when the industry was founded. Many views of the

relative importance of historical accidents and external economies (or natural advantage)

are, however, consistent with this turnover. At one extreme, favoring historical accidents,

one could imagine that there is great turnover of employment at the plant level but none

at the state-industry level; new plants may just be built next to the old ones they replace,

and plant growth may come at the expense of competitors across the street. At the other

extreme, there may be a lot of movement of agglomerated industries with old centers

dying out while new ones emerge. In this case, the stability of agglomeration levels would

suggest that agglomeration levels are determined by strong equilibrium forces. In section

4, we develop a framework for thinking about where in this range industries fall. We then

use the LRD data to describe experience of various subsets of industries, with one of our

primary conclusions being that there appears to be a substantial degree of movement even

among highly agglomerated industries. Distant historical accidents may then be of limited

importance as a determinant of where industries are located today.

The changes in employment across states and metropolitan areas are themselves the

product of a variety of changes at the plant level. For example, there are a number of

di�erent ways in which new centers of activity in an industry may have developed: some

areas may have been hotbeds of entrepeneurial startup activity; others may have been

successful in attracting the new plant investments of established �rms; others may have

had one or a core of �rms located there grow to a dominant position in their industry. In

section 5, we develop a framework for decomposing agglomeration changes into portions

attributable to various stages of the plant life-cycle (including births of new �rms, new plant

openings by existing �rms, the expansion or contraction of existing plants and closures).

We then discuss the extent to which events at the various stages of the plant life-cycle have

tended to increase or decrease levels of geographic concentration in our data. Industry

centers generate less then their proportionate share of new �rm births. Existing plants also

tend to grow more slowly in areas where an industry is concentrated. Each of these processes

tends to reduce geographic concentration. We also �nd that rates of plant closure are lower
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in such areas, however, which tends to reinforce existing agglomerations. A complete theory

of geographic concentration must then account for a variety of e�ects at di�erent stages of

a plant's life cycle.

Finally, in section 6, we focus directly on trying to explain why, on average, industrial

concentration persists. We consider three basic theories (all discussed in Marshall (1920)):

(1) �rms locate near one another to decrease transportation costs, (2) �rms locate near one

another so that workers can move from one �rm to another in the event of a �rm speci�c

downturn and (3) �rms locate near one another because of intellectual spillovers. Because

the theories all predict that �rms will want to locate near other plants in the same industry,

we have chosen to try to distinguish them by looking at how location choices are a�ected

by the presence of plants in related industries.

We use data from a variety of sources to form variables reecting factors which the

various theories predict might be important determinants of location choices: we use

input-output matrices to capture the interdependence of di�erent industries due to sup-

ply/demand relations; tables of occupation by industry to determine the extent to which

plants use te same mix of labor; and information on technology ows and cross-industry

co-ownership patterns to get potential measures of opportunities for intellectual spillovers.

We then look for the connection between these variables and the rates of plant births,

expansions/contractions and closures at the metropolitan area level, controlling for initial

area-industry employment and allowing for area-speci�c �xed e�ects.

Our results provide some support for each of the theories. New plants are more likely

to be located in areas with more potential input suppliers and more potential downstream

customers (with the latter e�ect being more robust), although the magnitude of this e�ect is

fairly small. The co-ownership measure also tends to be important. However, both in terms

of the economic magnitude of its e�ect and in its statistical signi�cance, our measure of

labor market suitability is the most important predictor of new plant locations. This e�ect

is also more important in more volatile industries, which con�rms an added implication of

the Marshall theory. We should be careful to note, however, that industries with similar

labor requirements may be similar in other ways as well, and thus part of our labor e�ect
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might very well be attributable to some form of intellectual spillovers instead.

2 Data

The main data used in this paper come from the U.S. Census Bureau's Longitudinal Re-

search Database. The LRD is a longitudinal microdata �le that links the information

obtained from the manufacturing establishments included in the quinquennial Census of

Manufactures (since 1963) and the Annual Survey of Manufactures (since 1972). McGuckin

(1988) and Davis, Haltiwanger and Schuh (1996) provide a detailed account of the infor-

mation found in this dataset. In this study, we focus the analysis on the �ve census years

since 1972, i.e. 1972, 1977, 1982, 1987 and 1992, using 1972 as a base year. This provides

between 312,000 and 370,000 observations in every census year, covering every manufactur-

ing establishment in the U.S. We will briey address some of the major features of this data

set here; Appendix B provides a more detailed description of our variable construction.

One of the advantages of the LRD is that it makes it possible to follow a plant through

the stages of its life-cycle. Our analysis will focus on a breakdown of employment changes

into �ve categories: births of new �rms, the opening of new plants by existing �rms, the

expansion or contraction of existing plants, plant closures and switches of plants between

industries. We de�ne a plant birth between time t and time t+ 1 as a plant that appears

in the time t + 1 census and either does not appear in the time t census or does so with

zero reported employment. We obtain our �rst two categories of employment change by

classifying the birth of an establishment that is not part of a �rm owning other establish-

ments covered by the Census of Manufactures as a \new �rm birth," and the birth of an

establishment which is owned by a �rm that had establishments in previous censuses as an

\old �rm birth."1 Using this distinction, an average of 87% of all newly-created plants in

our four �ve-year intervals can be classi�ed as new �rm births. These plants are smaller on

average than the plants opened by existing �rms and account for about 50% of employment

growth due to plant births. Our third category of employment change is the net expansion

1These new �rm births could be connected to �rms that existed in the previous census year but did not

have a presence in manufacturing. We believe, however, that a large majority of these plants represent true

entrepreneurship and the formation of a new �rm, not just a new plant.
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and contraction of plants which had positive employment in the industry at time t and

which are still in operation with strictly positive employment at time t + 1. Our fourth

category, plant closures, consists of all changes attributable to plants which had positive

employment in the industry at time t and have zero employment or do not appear in the

time t+1 census. Finally, to make the employment changes add up to the total employment

change we need a �fth category: switches. This category includes all employment losses or

gains in an industry which are attributable to plants which were classi�ed as belonging to

the industry at time t being classi�ed as belonging to another industry at t + 1 and vice

versa.2 While some of these switches undoubtedly reect real changes in the activity of

plants, others are likely just reclassi�cations, and thus, we will only briey discuss results

on switches.3

We measure the level of economic activity in an industry in a given area by total

employment in all manufacturing establishments excluding auxiliary units. At various

points in the paper we use both states and metropolitan areas as geograpic units. There are

51 \states" including the District of Columbia and 307 metropolitan areas. States have the

advantages of being all inclusive while metropolitan areas may be more meaningful economic

units. At the industry level, we examine 134 manufacturing industries corresponding to

3-digit industries in the 1987 Standard Industrial Classi�cation.4 We, therefore, have 6,834

state-industry units of analysis, with four observations on each (one for each �ve-year

interval between censuses) for a total of up to 27,336 observations when pooling observations

from all four periods. Using metropolitan areas as the unit of analysis, we have 41,138

metropolitan area-industry (or city-industry) units of analysis in each time period, for a

2There is some arbitrariness in how one allocates the growth plants which both change employment and

switch industries. The convention we have adopted is to assign the full net expansion to the inital industry.

For example, if a plant is listed as having 100 employees in industry A at time t and 80 employees in industry

B at time t+ 1 we regard industry A as having lost 20 employees in a contraction and 80 in a switch and

industry B as having gained 80 employees in a switch.
3See McGuckin and Peck (1992).
4The sample consists of all manufacturing industries except SIC's 211, 212, 213, 214, 237, and 381. In each

of the industries we omitted there were large employment changes attributable to plants being reported as

having shifted between the industry in question and a closely related industry, e.g. between the fur industry

and the women's outerwear industry. We felt that these switches may well have been reclassi�cations rather

than real changes, and because the industries in question were also fairly agglomerated, we worried that

they could have a large impact on our results.

5



total of 164,552 total observations.

3 Preliminary facts

The geographic concentration of manufacturing industries displays a striking combination

of large changes at the plant level and small changes in the aggregate. As several authors

have noted, there is a great deal of turnover of manufacturing plants. For instance, 55%

of all manufacturing employees in 1992 were working in plants that did not even exist as

of 1972, and 73% of the plants that existed in 1972 closed in the next twenty years. There

have also been substantial employment changes at existing plants. For example, at the 211

plants having between 950 and 1050 employees in 1972 which were still operating in 1992,

employment in 1992 has a mean of 793 and a standard deviation of 678.

In addition to the generally high level of turnover, there are also substantial di�erences

in turnover rates across geographical areas. In Arizona, only 18% of the manufacturing

plants that were in operation in 1972 were still operating in 1992, less than half the rate

in Wisconsin (37%). Looking at the birth process, we observe states with very high levels

of new plant formation relative to others. For example in Nevada, the mean rate of em-

ployment change due to the birth of new plants in the four �ve-year periods we study was

44%, compared to 9% for Ohio. Of course, net growth rates of employment change also

di�er radically across states: Utah had an annualized mean growth rate of 3.2% while New

York's manufacturing employment declined at the rate of 2.4% per year over the twenty

year period.

Given this high turnover and the heterogeneity of experience in di�erent areas, we think

its interesting to note that there has not been much change in the geographic concentration

of individual industries.5 The Ellison and Glaeser index (herefter EG) of the degree to

5This message may seem a bit at odds with the emphasis of the previous literature on the trends in

agglomeration levels. However, while Fuchs (1962) reports a sizable decrease in agglomeration between 1929

and 1954, the index he uses is problematic in that one would imagine that it will tend to decrease whenever

the plant-level concentration of the industry decreases. Fuchs, in fact, notes that decreases in agglomeration

were largest in the fastest growing industries and that slow-growing and shrinking industries on average saw

their agglomeration level increase. Kim (1995) reports an increase in agglomeration up to 1947 followed by

a decrease from 1947 to 1987 with the largest part of the decrease occurring between 1947 and 1967.

6



which industry i is geographically concentrated at time t is given by

i �
Git=(1 �

P
s s

2
st)�Hit

1�Hit

;

where sist is the share of industry i's time t employment located in state s, Git �
P

s(sist�

sst)
2, is a sum of squared deviations of the industry's employment shares sist from a measure,

sst, of the state's share of aggregate employment, and Hit is a Her�ndahl-style measure of

the plant-level concentration of employment in an industry: Hit �
P

k e
2
kt=(

P
k ekt)

2 where

ekt is the level of employment in the kth plant in industry i at time t.6

The �rst row of Table ?? reports the mean across 3-digit manufacturing industries of

the EG index. As can be seen, the concentration of the mean industry has remained fairly

constant between 1972 and 1982, and then fell by about 10% in the following decade.

In practice, changes in the value of the EG index over time are well approximated by the

di�erence between Git andHit. Ellison and Glaeser (1997) refer to Git as the raw geographic

concentration of employment in an industry. The subtraction of Hit is a correction which

accounts for the fact that the Git measure would be expected to be larger in industries

consisting of fewer larger plants if locations were chosen completely at random. Because

plant size distributions tend to change fairly slowly, the correction is less important in cross-

time comparisons within a short time period than in cross-industry comparisons. The third

and fourth rows of Table ?? give the means of Git and Hit from 1972 to 1992. These show

that the decline in the EG index is associated mainly with a decrease in raw geographic

concentration rather than a change in the average size of plants. For this reason our initial

discussion of concentration changes will focus on raw concentration.

Table ?? illustrates that the substantial di�erences which exist in concentration across

industries change little over time. The correlation of EG indices measured �ve years apart

is approximately 0.97, and the correlation between the 1972 and 1992 values is 0.92. Thus,

the ongoing dynamic process somehow manages to maintain fairly stable levels of agglom-

eration. This stability is perhaps even more striking in Kim's (1995) calculation of Hoover's

6In a departure from Ellison and Glaeser (1997), the measure sst we use here is the unweighted arithmetic

mean of the sist across the industries in our sample, i.e. sst = (1=I)
P

i
sist where I is the total number of

industries.
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coeÆcient of regional localization for two-digit industries. The correlation between the 1860

and 1987 values of the localization coeÆcients he reports is 0.64.

With these contrasting facts as motivation, this paper has two complementary tasks:

�rst, we seek to document the dynamic process that determines the overall concentration of

industry, and second, we seek to assess whether various theories of geographic concentration

are consistent with the observed dynamic patterns.

4 Agglomeration changes and the mobility of industries

The combination of turnover at the plant level and stability in agglomeration levels is com-

patible with two very di�erent mobility patterns: agglomeration could be constant because

new plants just replace old plants at the same location so state-industry employments do

not change; or, alternatively, some equilibrating forces may keep agglomeration roughly

constant even while the industries' locations are changing greatly. In this section, we de-

velop a simple framework for thinking about how changes in agglomeration will result from

a combination of the systematic growth and contraction of old industry centers and random-

ness in growth rates. We then use this framework to describe the movement of industries

in our data.

4.1 A basic decomposition

Consider the following simple regression, in which we treat the change in state-industry em-

ployment shares (e.g. the share of industry i's employment located in state s) as a function

of the growth of the state's average employment share (i.e. average across industries of the

share of employment in state s) and the di�erence between initial state-industry share and

the state's average employment share:

(1) sis t+1 � sist = �̂+ �̂(sist � sst) + ̂(ss t+1 � sst) + �̂ist;

where as before sist is the share of industry i's employment in state s as of time t, sst is the

average of this variable for state s across industries, �̂, �̂, and ̂ are estimated coeÆcients

and �̂ist is an estimated error term which is, by construction, orthogonal to each of the
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regressors. Note that this regression is speci�ed so that each of the variables have mean

zero and so that the two regressors are orthogonal. As a result, the OLS estimates will

always be that �̂ = 0 and ̂ = 1.

In this section, we will analyze changes in agglomeration levels using the raw concen-

tration component, Git of the EG index of concentration. Write Gt � (1=I)
P

iGit for the

mean of this variable across industries. Simple algebra reveals that

Gt+1 �Gt =
1

I

"X
is

(sis t+1 � ss t+1)
2
�
X
is

(sist � sst)
2

#

=
1

I

"X
is

((1 + �̂)sist � �̂sst + ̂(ss t+1 � sst) + �̂ist � ss t+1)
2
�
X
is

(sist � sst)
2

#

=
1

I

"
(2�̂ + �̂2)

X
is

(sist � sst)
2 +

X
is

�̂2ist

#

= (2�̂ + �̂2)Gt +
1

I

X
is

�̂2ist:

This equation decomposes changes in concentration into the sum of two terms, which

we will describe as the e�ects of \mean reversion" and of \randomness" (or dispersion) in

the local employment process. The �rst term in the decomposition, (2�̂ + �̂2)Gt, depends

on the extent to which net change in employment is correlated with the initial gap between

the state-industry employment share and the state's mean employment share. When �̂

is negative, current centers of the industry are tending to decline in importance and/or

employment is tending to increase in areas which initially have a below average share of

employment in the industry. In this case, we will describe the state-industry employment

levels as displaying mean reversion, and the �rst term in the decomposition is the decrease

in agglomeration attributable to this tendency. Conversely, when �̂ is positive and industry

centers are growing, the �rst term reects a consequent increase in agglomeration.

The second term in the decomposition,
P

is �̂
2
ist, captures the e�ect of randomness in

the growth (and decline) in state-industry employments. The magnitude of this component

reects the degree of heterogeneity in the experience of states which initially have similar

concentrations of employment in a given industry. For example, it will be larger if some

industry centers take o� while others fail, and if some areas where the industry is not present

are very successful in attracting new plants while others are not. Note that this term is
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always positive, so that the randomness of the employment process can always be thought

of as tending to increase agglomeration levels. For the overall level of agglomeration to have

remained roughly constant in U.S. manufacturing over the last 20 years, it must be that �̂

is negative so that the agglomerating e�ect of random shocks has been counterbalanced by

systematic mean reversion.

The role of mean reversion of state-industry employment and random shocks in main-

taining a steady level of concentration over time is analagous to the classic discussion in

statistics courses of the fact that for the distribution of people's heights to remain roughly

the same over time it must be the case that children of tall parents are on average shorter

than their parents and children of short parents are on average taller than their parents.

4.2 Evidence on U.S. manufacturing industries: 1972 - 1992

Table ?? contains parameter estimates for the state-industry employment change regression

(1) for di�erent subsamples of industries. Observations from all four periods have been

pooled in each subsample. The �rst column gives the average EG index of each subgroup.

The second gives the correlation between each state's shares of each industry's employment

in 1972 and 1992. Note that these are quite high, though not as high as the 0.92 correlation

between 1972 and 1992 values of the EG index. For the entire sample, the estimated

coeÆcient �̂ on the departure of the state-industry employment share from the average

employment share is -.063. Hence, over the 20 year period, states in which an industry is

initially overrepresented in an area would be expected to experience a decline in its excess

employment of nearly one-fourth.

The sixth and seventh columns of the table present our decomposition of how much

of the change in concentration is attributable to mean reversion and to dispersion in the

employment change process. In the full sample, the mean reversion e�ect is suÆciently

strong so as to produce a 12 percent decrease in agglomeration every �ve years, while the

dispersion e�ect by itself would lead to a 9.6 percent increase. The e�ects almost balance

each other and result in the net negative of -2.4 percent. We think of the magnitudes of

the two separate e�ects as indicating that there is a substantial degree of industry mobility

10



relative to the degree to which concentration levels have changed. This view constrasts

with the emphasis of some previous authors (e.g. Krugman (1991a)) on historical accident.

The results for the various subsamples indicate that there are clear di�erences in the

employment change patterns in di�erent groups of industries. On the high concentration

subsample (which contains the most agglomerated third of industries according to the 1972

EG index), we estimate a �̂ which is smaller than that of the overall sample, although

perhaps surprisingly there seems to be no more or less randomness in the growth process

of this subsample (as measured by �̂) than in the full sample. The low concentration

subsample (which contains the least concentrated third of the industries in the sample) is

distinguished by having much stronger mean reversion; the estimated �̂ of -0.116 indicates

that on average areas where an industry was overrepresented saw their excess employment

reduced by about 40% over the twenty year period.

The �nal four lines of the table are concerned with the behavior of four sets of industries

with moderate to high concentration. We constructed these samples manually in an attempt

to categorize the industries which appeared at the top of our concentration list. The four

samples include the majority of the industries in our "geographically concentrated" sample

(as well as some others which are only slightly less concentrated). The one subsample

which really stands out in the table is the set of textile industries (consisting of industries

within SIC groups 22 and 23 for which the 1972 EG index was in the top 60). In these

industries, there is much less mean reversion than in the other concentrated industries,

and the degree of concentration has risen over time. In each of the other subsamples,

raw concentration levels have declined. The behavior of the high technology subsample

is fairly similar to the full sample with the one notable di�erence being that there is a

larger random component in the employment changes.7 (This randomness, however, is not

suÆciently large so as to sustain the high initial level of agglomeration.) The set of industries

where we imagined natural resources may be relevant to agglomeration (including several

food, lumber, paper, petroleum and primary metals industries) appears to have much less

randomness in the growth and decline of state-industries than do the others.8 The pattern

7The concentrated high technology sample consists of SICs 357, 365, 372, 376, 385 and 386.
8The concentrated natural resource sample consists of SICs 203, 207, 241, 242, 243, 261, 262, 291, 331
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in the craft industries is quite similar to the pattern in the full sample.9

Table ?? reports separate decompositions of the decline in raw concentration into com-

ponents stemming from mean reversion and from dispersion for each of the four �ve-year

intervals in our sample. In all four periods, concentration declines, but the change has been

most pronounced since 1982. The dispersion e�ect has been larger in the second half of

the period than it was in the �rst, and thus the more rapid decline in agglomeration which

has taken place in the last half of the period can be more than completely attributed to an

increase in the rate at which old industry centers have tended to decline.

5 Agglomeration and the plant life cycle

A new geographic center of activity in an industry can develop in a number of di�erent

ways: the area can be a hotbed for startup �rms; it may succeed in attracting the new

plant investments of existing �rms; a core of preexisting �rms may grow into a position

of prominence. In this section, we attempt to provide for the �rst time a systematic look

at where in the life cycle of plant births, expansions and closures geographic concentration

comes from. We begin by describing how changes in a measure of agglomeration may be

decomposed into portions due to various life cycle events, and then use the decomposition

to describe patterns found in various sets of U.S. manufacturing industries.

5.1 A life cycle decomposition of agglomeration changes

Suppose that the data allow the employment change in a state-industry to be partitioned

into portions attributable to one of J categories of events (e.g. to new plant births, plant

closures, etc.):

Eis t+1 �Eist =
X
j

�E
j
ist;

where Eist is the employment level of industry i in state s at time t, and �E
j
ist is the

change in employment due to events of type j. Denote by �E
j
it the aggregate amount of

employment change due to the jth growth process.

and 332.
9The concentrated crafts sample consists of industries 326, 328, 387, 391, 393 and 396.
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In the previous section, we used a simple raw concentration measure of geographic

concentration. We justi�ed this by noting that it is an empirical fact that the overall dis-

tribution of plant sizes has not changed much over the last twenty years, so that there

would be little bene�t to considering the more complicated EG index. Such an argument,

however, is not applicable to the problem of decomposing concentration changes into por-

tions attributable to various life-cycle stages. While the overall plant-level concentration of

industries has remained roughly constant (e.g. using the plant Her�ndahl measure), new

�rm births clearly tend reduce this concentration while plant closures tend to increase it.

Hence the impact of births or closures on raw concentration and on the EG index may be

quite di�erent.

To obtain a tractable decomposition, we focus on a measure of agglomeration, ~, which

approximates the EG index:

~it �
Git

1�
P

s s
2
st

�Hit:

(The approximation involves ignoring the 1�Hit denominator of the EG index.10) Writing

Gt �
1

I

P
iGit for the average raw concentration across industries, we �rst de�ne in equation

(3) below a decompositon of the aggregate change in raw concentration in to portions

attributable to events in each of the J categories, i.e. we de�ne measures �G
j
t such that

Gt+1�Gt =
PJ

j=1�G
j
t . Next in equation (4), we de�ne a similar decomposition of changes

in the average plant Her�ndahl, Ht+1�Ht =
PJ

j=1�H
j
t . Our �nal measure of the portion

of the change in the index ~ � 1

I

P
i ~it attributable to the jth stage of the life cycle is then

just

�~j �
�G

j
t

1�
P

s s
2
st

��H
j
t :

To decompose raw concentration changes, we �rst de�ne a measure �s
j
ist of the portion

of the change in state s's share of employment in industry i which is due to the jth growth

process by

�s
j
ist �

�E
j
ist � sist�E

j
it

Ei t+1

:

10Because the changes in H attributable to the various stages of the life cycle typically have a magnitude

of about 0.001, this should have a very small impact on the changes in the agglomeration index attributed

to the various stages.
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The numerator of the right hand side contains a di�erence of two terms: the actual em-

ployment change due to the events of the jth type and the employment change that would

have resulted if events of the jth type had occurred in proportion to initial state-industry

employment. The denominator is end-of-period industry employment. If, for example, new

�rm births in an industry occured proportionally to the initial state-industry employments

(and there were no di�erences in the size of new �rms across states), then there would be

no changes in state-industry employment shares caused by new �rm births, and �snew birth
ist

would be zero for each state. Because state-industry shares change nonlinearly with changes

in each plant's employment, our partition of share changes into portions attributable to each

of several factors is by necessity arbitrary. We believe, however, that this de�nition seems

natural, and it satis�es the crucial adding up constraint: sist � sst =
P

j �s
j
ist.

We then estimate for each of the J categories of employment changes a growth regression

of the form

(2) �s
j
ist = �̂j + �̂j(sist � sst) + ̂j(ss t+1 � sst) + �̂

j
ist:

The estimates from these regressions will satisfy
P

j �̂j = �̂,
P

j ̂j = ̂, and �̂ist =
P

j �̂
j
ist;

where �̂; ̂; and �̂ist are the estimates from the employment change regression (1) of the

previous section. The aggregate change in raw concentration is related to the parameters

of these regressions by

Gt+1 �Gt = (2 + �̂)�̂Gt +
1

I

X
is

�̂2ist

=
X
j

 
�̂j(2 + �̂)Gt +

1

I

X
is

�̂ist�̂
j
ist

!

=
X
j

�G
j
t ;

where the change in raw concentration due to events in the jth category is de�ned by

(3) �G
j
t �

 
�̂j(2 + �̂)Gt +

1

I

X
is

�̂ist�̂
j
ist

!
:

As motivation for this de�nition note that �G
j
t is a sum of four terms:

�G
j
t = (2�̂j + �̂2j )Gt +

1

I

X
is

�̂
j 2

ist + �̂j
X
k 6=j

�̂kGt +
1

I

X
is

�̂
j
ist

X
k 6=j

�̂kist:
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The �rst two terms reect the change in concentration due to the mean reversion and

randomness in employment changes of type j. The third and fourth terms are what we

thought was a natural allocation of the additional agglomeration changes which result from

correlations between employment changes due to events of type j and due to events of other

types.

The decomposition of changes in the plant Her�ndahl index into portions due to events

at each stage of the life cycle is analogous with plant-industry employments taking the

role of state-industry employments. Let eikt be the employment level in the kth plant in

industry i at time t. We write zikt � eikt=
P

k eikt for plant k's employment share within

its industry so that our plant Her�ndahl measure for industry i can then be written as

Hit =
P

k z
t
ikt. We write Ht =

1

I

P
iHit for the average of this measure across industries.

We write �zikt � zikt+1 � zikt for the change in that share over time, with the convention

that zikt is set to zero if plant k is not in industry i at time t. (For example, �zikt = �zikt

if the k plant in industry i has switched to another industry at time t+ 1.)

Assume again that we have a partition of employment changes in each plant-industry

into portions attributable to events in each of J categories:

�eikt =
X
j

�e
j
ikt:

As before, we de�ne the portion of the change in each plant's share of employment to events

in each category by

�z
j
ikt =

�e
j
ikt � zikt�E

j
it

Eit+1

:

This de�nition again yields an allocation of share changes across the categories, i.e. zikt+1�

zikt =
P

j�z
j
ikt: We then estimate separate employment change regressions for each of the

J components of changes in the plant-industry employment shares,

�z
j
ikt = �̂j + �̂j ~zikt + �̂

j
ikt;

where ~zikt � zikt �
1

Ni
for Ni is the number of plants which operate in the industry either

in period t or in period t+ 1.
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We show in Appendix A that the de�nition analagous to our de�nition of �G
j
t ,

(4) �H
j
t � (2�̂j + �̂j�̂)(Ht �

1

I

X
i

1

Ni

) +
1

I

X
ik

�̂
j 2

ikt +
1

I

X
ik

�̂
j
ikt

0
@X
`6=j

�̂`ikt

1
A ;

again provides a decomposition which satis�es

Ht+1 �Ht =
X
j

�H
j
t :

5.2 Evidence on the life cycle decomposition

In this section, we discuss how events at various stages of the plant life cycle have con-

tributed to the geographic concentration of U.S. manufacturing industries. Our analysis

of data from the LRD focuses on a description of employment changes as resulting from

�ve categories of events: births of new �rms, openings of new plants by existing �rms,

the growth or decline in employment at existing plants which continue to operate in the

industry, plant closures, and switches of plants from one industry to another. Among our

most general conclusions are the new �rm births and expansions of existing plants have

a deagglomerating e�ect while the plant closure process tends to reinforce concentration

levels.

5.2.1 Overall patterns

Table ?? lists the coeÆcient estimates from regressing each component of employment

change, �s
j
ist, on the initial excess concentration of the industry in the state, sist � sst,

and on the overall growth of the state, sst+1 � sst as in equation (2). For the new �rm

birth and old �rm birth regressions, the coeÆcient on sist � sst is negative indicating that

there is mean reversion in employment shares: employment in new plants (especially those

belonging to new �rms) increases less than one-for-one with state-industry employment.

The coeÆcient on initial excess employment is positive in the closure regression, indicating

that plants are less likely to close in states which have a higher than expected share of the

industry's employment. (Note that the dependent variable is negative in this regression.)

For expansions and contractions the �̂ coeÆcient is also negative, implying that growth

rates are lower in states with a high initial concentration in the industry. New �rms are
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more likely to start away from current geographic centers of the industry, and growth is

faster away from those centers, but the risks appear to be higher in the periphery and

closures are also higher there.

Table ?? reports the portions of the change in the approximate Ellison-Glaeser index, ~t

which we attribute to each of the life cycle stages. These changes are listed as a percentage

of initial concentration in the set of industries, i.e. the table reports values of 100�~
j
t =~t.

Again, new �rm births consistently have the e�ect of reducing the degree to which industries

are geographically concentrated. On its own, the deagglomerating e�ect of new �rm births

can account for about three-fourths of the observed decline in geographic concentration

over the last 20 years. While plants opened by preexisting �rms are comparable to new

�rm births in their total employment, they have less of a deagglomerating e�ect | they

only reduce geographic concentration in three of the four �ve year periods, and on average

their e�ect is only a little more than one-third as large as the e�ect of new �rm births.

Consistent with our previous observation that net expansions are lower in areas with an

excess concentration of employment in an industry, we �nd that net expansions also tend to

reduce geographic concentration. The magnitude of his e�ect is roughly comparable to that

of new �rm births. The one growth process which appears to reinforce geographic concen-

tration is the closure process. Given that plant closures have not been explicitly discussed

in the existing theoretical literature on geographic concentration, this result particularly

merits attention.

When interpreting the results on expansions and closures, it should be kept in mind that

the regression on which our decomposition is based does not have controls for di�erences in

the age and size of plants. Plants in industry centers tend to be older and larger than the

average plant in an industry, and hence one might expect them both to grow more slowly

and to be less likely to close. We discuss how accounting for this may change one's view of

the e�ect of these stages in section 5.2.4.
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5.2.2 Changing patterns over time

One of our initial observation from Table ?? was that the trend toward industries being less

geographically concentrated has been more pronounced in the second half of our sample

than in the �rst. The average across industries of the value of the EG index was 0.039 in

1972, 0.038 in 1982, and 0.034 in 1992. From Table ?? we see that this change is largely

attributable to the fact that di�ering plant closure rates ceased to reinforce initial concen-

trations and to an increased tendency for plant expansions to occur away from industry

centers. The e�ect of new plant births has been fairly constant throughout the period we

study.

5.2.3 Di�erences across industries

Table ?? reports the results of life-cycle decompositions of agglomeration changes for various

subsets of industries. In each case we report the average of the e�ect in each of the four

�ve-year periods.11

The �rst row of Table ?? repeats the average results from Table ??. The second and

third rows look separately at the most geographically concentrated one-third and the least

geographically concentrated one-third of industries (in terms of 1972 values of the EG

index). Our main conclusion here is that the full sample results are also representative

of what has happened within the highly geographically concentrated industries. In the

nonlocalized industries, new �rm births and expansions have not had a deagglomerating

e�ect, and levels of geographic concentration have increased (albeit only slightly given that

the base to which the percentages apply is very small.)

The �nal four rows of the table describe the behavior of the same four subsamples of

the set of highly geographically concentrated industries which we discussed in section 4.2 in

connection with Table ??. The life cycle pattern of the location of the high tech industries

di�ers somewhat from the overall pattern. Both the openings of new plants by existing

�rms and the net expansions which have occured in existing plants have had stronger

11Note that when measuring the concentration of industries within a subsample we still use the same

measure sst of state size as in the full sample. As a result, the decompositions within a subsample will not

have the same adding up property as they do in the full sample.
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deagglomerating e�ects here than in the average industry. There also seems, however,

to have been a greater di�erence between plant closure rates in and away from industry

centers, so, in the aggregate, geographic concentration in these industries has decreased

only a bit more than in the typical industry.

We noted earlier that the textile and apparel industries stand out for having become

more geographically concentrated over the last twenty years. The largest part of this

di�erence is attributable to net expansions acting to reinforce geographic concentration,

with plant births (to new and old �rms) also having less of a deagglomerating e�ect than

in the full sample.

5.2.4 Plant age and size e�ects

Plants located in industry centers are on average older and larger than the other plants in

their industry. Our decompositions will therefore regard closures as reinforcing concentra-

tion even if the only reason why this is true is the general tendency of older, larger plants

to be less likely to close. The e�ects of age and size on expansion will similarly make ex-

pansions deagglomerating, even if the net expansion is otherwise independent of a plant's

location.

To help clarify why the expansion and closure processes have the e�ects they have on

levels of geographic concentration, we present in Table ?? estimates of the regression

�E
j
ist

Eit

= �0+�1sist
�E

j
it

Eit

+�2sst
�E

j
it

Eit

+�4AvgP lantSize+�5FracAge04+�6FracAge59+�ist;

where AvgP lantSize is the average employment of plants in the state-industry at time t,

and the last two variables are the fraction of plants in the state-industry which appear for the

�rst time in the year t and year t�5 censuses, respectively. In this speci�cation, a coeÆcient

of one on sist
�E

j

it

Eit
would indicate that plant births, closures, etc., occur proportionally to

initial employment in the state-industry (after controlling for age and size e�ects). At the

other extreme, a coeÆcient of zero on sist
�E

j

it

Eit

would indicate that the events in question are

independent of any departures of state-industry employment from overall state employment.

After adding the controls for plant age and size, plants in industry centers still appear

to be less likely to close, but our previous conclusions about the e�ects of expansions seem
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to be entirely due to di�ences in the age and size of plants in di�erent areas. If anything,

proportional expansion is greater in areas with a greater initial concentration of employment

in an industry.

While the 0.63 coeÆcient on sist
�E

j

it

Eit
in the new births regression is less than one, it

is also far from zero. Hence, while the fraction of new plant births located in an industry

center tends to be less than the area's share of employment in the industry, it is much

greater than would be predicted simply from the aggregate employment of the area. As a

result, even though new plant births tend to reduce geographic concentration, they reduce

it by far less than they would if the locations of new plants were not correlated with initial

state-industry employment. In this sense, new �rm births can also be regarded as causing

geographic concentration, and examining them further will be an important part of our

assessment of theories of geographic concentration.

Table ?? reports estimates from a similar regression where the coeÆcients on sist
�E

j

it

Eit

and sst
�E

j

it

Eit
were allowed to vary by two-digit industry. Note �rst that in the median two-

digit industry new plant births are further from proportional to state-industry employment

than our full sample estimates. The apparel industry (SIC 23) stands out for its concentra-

tion of new �rm births in industry centers. The pattern of closure rates being lower in areas

where an industry is concentrated appears to be very widespread and is most pronounced

in the furniture and printing and publishing industries (SICs 25 and 27). The pattern of

net expansions being greater in industry centers (after controlling for plant age and size

e�ects) also seems to be very consistent, with the apparel industry standing out as the one

clear exception.

6 Theories of industrial location

In this section, we use data from the LRD to assess the importance of three of Marshall's

(1920) theories of industry agglomeration. While not explicitly dealing with dynamics, each

of the theories identi�es a bene�t that �rms may receive from locating near other �rms in

the same industry. Hence, they share a primary conclusion | in equilibrium industries will

be geographically concentrated.
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The approach we will take in trying to distingush between the theories is based on

the observation that while their central conclusions are the same, the theories di�er in

their implications for which �rms in other industries a �rm may wish to be near. We

thus focus on the cross-industry coagglomeration patterns in our data, controlling for the

general tendency of plants to locate (or expand or not close when located) near others in the

same industry and asking if in addition �rms seem to locate or expand operations in areas

where there is a great deal of activity in other industries which the theories suggest could

provide coagglomeration bene�ts. While the tests will focus on coagglomeration patterns,

our primary motivation is the belief that they will be informative also as to which forces

provide the bene�ts of intra-industry agglomeration.

6.1 The theories

We �rst review quickly the theories of agglomeration in Marshall (1920) and the variables

available to us which may be of use in testing them.

6.1.1 The presence of suppliers and customers

Marshall (1920) argues that transportation costs should induce plants to locate close to

their inputs, close to their customers, or most likely at some point optimally trading o�

distance between inputs and customers. While quantifying this could involve a very complex

measure involving the location of not just �rms in particular area but also the location of

all �rms in neighboring areas, for simplicity, our measures of nearby supplier/customer

presence will focus solely on their presence in a metropolitan area.

Our measure of input supplier presence for industry i in state s at time t is

Inputist �
X
j 6=i

Iji
Ejst

Ejt

;

and our measure of product customer presence is

Outputist �
X
j 6=i

Oij

Ejst

Ejt

;

where Iji is the share of industry i's inputs that come from industry j, Oij is the share of

industry i's outputs that go to industry j, Ejst is industry j's employment in state s, and
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Est is total employment in state s. These measures run from 0 (which means that no input

supplying or output purchasing industries are in that state) to 1 (which is possible only if

all of the input suppliers or output purchasers of the industry are located in the state).

One possible view is that the inputs or outputs that really matter are those that are not

vertically integrated. Chinitz (1961) argued that the strength of New York City comes from

the fact that input suppliers are themselves single-unit plants that are not tied to upstream

or downstream �rms and are available to either sell to or buy from new entrepreneurs.

To examine this hypothesis, we will also look to see whether the presence of customers

and suppliers who are not part of a multi-plant �rm has a greater e�ect than the presence

of customers or suppliers in general. The Chinitz (1961) view can also be examined by

comparing the importance of suppliers in new �rm births (where unconnected suppliers

should be particularly important) and old �rm births (which may have pre-existing supplier

relationships).

As a potential indicator or where transportation costs may be a more important concern,

we also obtained from the 1977 Census of Transportation the weight per dollar value of the

industry's shipments. We call this variable Weighti.

6.1.2 Labor market pooling

Marshall's second theory of industrial location is that �rms locate near one another to

shield workers from the vicissitudes of �rm-speci�c shocks. Workers are willing to accept

lower wages in locations where other �rms stand by ready to hire them (see Diamond

and Simon (1990) for evidence and Krugman (1991a) for a formalization). Rotemberg and

Saloner (1991) present an alternative theory in which workers gain not because of insurance

from shocks, but because multiple �rms protect workers against ex post appropriation of

investments in human capital. Both theories predict that plants that use the same type of

workers will locate near one another.

To test this theory, we use a measure based on the similarity of the labor requirements of

an industry with the composition of a state's labor pool outside of that industy. Speci�cally,
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we measure the suitability of the labor mix in an area with:

LaborMixist � �
X
o

0
@Lio �

X
j 6=i

Ejst

Est �Eist

Lj0

1
A

2

;

where o indexes occupations and Lio is the fraction of industry i's employment in occupa-

tion o. The measure can thus be understood as a sum of squared deviations measure of the

similarity between the occupation mix desired by industry i and an estimate of the com-

position of the area's labor force obtained by taking a weighted average of the average of

the typical employment patterns of the other manufacturing industries located there. The

variable is scaled so that better matches correspond to higher values, with the maximum

of zero being achieved if industy i has exactly the same fraction of its employment in each

of the 277 occupations as the average manufacturing industry in the area.

To assess the Marshallian version of the labor pooling hypothesis, we will interact this

variable with Closureit, a measure of risk in the industry. This measure is the rate of

employment loss due to closures in the industry as a whole, calculated as ��Eclosure
it =Eit.

While our intention is for the LaborMixit variable to reect labor market conditions,

we should note that it could also capture other shared attributes of the industry, since

industries that use the same type of workers could be similar along other dimensions. For

example, industries that share workers may also be industries between which there is a

greater possibility for intellectual spillovers.

6.1.3 Information spillovers

Firms may also locate where they are likely to learn from other �rms. This learning can

take the form of workers learning skills from one another (as Marshall argued) or industrial

innovaters copying each other (as is reportedly the case in Silicon Valley, see Saxenian,

1994). Firms will group near one another either because of the gains from continued

presence or because the idea leading to the opening of a new plant came from an existing

concentration of employment in nearby plants.

Because it is diÆcult to observe and measure patterns of information spillovers, in-

formation spillover theories are the most diÆcult to assess empirically. In this paper, we
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employ two measures which we hope might reect such spillovers. First, using a technology

ow matrix constructed by Scherer (1984), we construct a variable measuring the extent

to which di�erent industries use each other's technological innovations. Scherer's matrix

estimates the extent to which R&D activity in one industry ows out to bene�t another

industry either through a supplier-customer relation between these two industries or based

on the likelihood that patented inventions obtained in one industry will �nd applications

in the other industry. Speci�cally, we suppose that the information spillover bene�ts which

a plant in industry i receives when locating in area s are captured by

Techflowist �
X
j 6=i

Tji
Ejst

Ejt

;

where Tji reects the technology ows from industry j to industry i Scherer (1984) estimated

from the R&D and patent data.

Since technology ows capture only one particular form of intellectual ows, we will also

use a more indirect and tenuous measure based on co-ownership of plants across industries.

The idea is that co-ownership occurs, at least in part, due to economies of scope such as

those associated with the sharing of ideas within a �rm. Using the LRD we have created

a co-ownership matrix Wij which captures the extent to which plants in industry i are

integrated with plants in industry j It is equal to the fraction of industry i's employment

which is contained in �rms that also own plants in industry j. Clearly many factors other

than information spillovers can lead �rms to operate in multiple industries; in order to

reduce the degree to which a co-ownership measure might reect input-output relationships

instead we set Wij to zero whenever one industry in the pair accounts for more than 5% of

all inputs used in the other industry at the national level.

As a measure of the degree to which area s has a lot of activity in industries which may

provide information spillover bene�ts to �rms in industry i we then de�ne

Integrationist �
X
j 6=i

Wij

Ejst

Ejt

:

As a potential inicator or where intellectual spillovers may be more important, we will

also interact this variable with a measure of the fraction of the employment in the industry
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which is contained in occupations which we imagined would normally require a college

degree, Collegei.

6.2 Empirical framework

As discussed earlier, our approach to assessing the importance of the theories of agglom-

eration exploits the fact that the theories make di�erent predictions about which pairs of

industries will tend to coagglomerate. For example, labor market pooling predicts that

�rms should gain from locating near plants in other industries which employ workers with

similar skills, while the technological spillover theory predicts that industries which are

suited to cross-fertilization of ideas may coagglomerate. Because the di�erent theories may

also be more or less relevant at di�erent stages of the plant life cycle, we will estimate in

separate regressions whether employment changes at each stage follow the pattern predicted

by the theory. We examine employment changes using two main regression speci�cations.

The �rst is a linear growth regression which �ts well with the previous decomposition:

�E
j
ist

Eit

= (�0 + �1sist + �2sst + �0Inputist + �1Outputist + �2LaborMixist

+�3TechF lowist + �4Integrationist)
�E

j
it

Eit

+ Æi + �s + �ist:

The dependent variable �E
j
ist/Eit is the change in industry i's employment in area s be-

tween time t and time t + 1 due to events of type j, expressed as a proportion of initial

employment in the industry. The right hand side variables are: two variables, sist and sst,

which control for state sizes and for the tendency of plants to locate near other plants in

the same industry; the variables designed to reect the coagglomeration preditions of the

theories (interacted with the overall employment change in the industry due to the jth

factor); and state and industry �xed e�ects. In the closure and expansion regressions, we

also include as controls the log of the average plant size in the state-industry and the shares

of initial employment in the state-industry in plants that are less than �ve and between

�ve and ten years old, respectively. Previous work (e.g. Dunne, Roberts and Samuelson

(1989a)) has shown that plant age and plant size are important correlates of the probability

of closing and the potential for plant growth.
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In our data, the linear growth regressions have the disadvantage of placing a great deal

of weight on the number of large outliers which are present. For this reason, we will instead

focus on an alternate speci�cation which uses log(1 + �E
j
ist) as the dependent variable.

12

This transformation improves the �t of the regression equation and the robustness of the

results. We add one to the employment change in order not to discard any observations.

The basic functional form is:

log(1 + �E
j
ist) = �0 + �1 log((1 +Eist)j�E

j
itj=Eit) + �2 log(sstj�E

j
itj)

+�0Inputist + �1Outputist + �2LaborMixist + �3TechF lowist

+�4Integrationist + Æi + �s + �ist:

To test whether the importance of each of the theories varies across industries in the ex-

pected manner, we also estimate the logarithmic speci�cations with a number of interactions

as mentioned above.

In both speci�cations, we have tried to simplify the interpretation of the results by

de�ning each of the variables so that the theoretical prediction is that the signs should

be positive. We also divide all of our explanatory variables and our dependent variables

by their standard deviations, so that the coeÆcients can be interpreted as measuring by

how many standard deviations the component of employment change increases when the

explanatory variable increases by one standard deviation.

A potential problem with any employment change regression is that if initial employment

levels are in equilibrium, the bene�ts of further agglomeration will be exactly counterbal-

anced by whatever forces keep employment from concentrating at a single location. Hence,

our tests could fail to �nd evidence of the bene�ts of agglomeration. Given that there are

large random shocks to industries and that (some) plants are fairly long-lived, we feel that

spatial distributions are likely to be suÆciently far from equilibrium to make our approach

useful. We do feel though that it may be informative to look also at the cross-industry

agglomeration patterns which exist in the initial employment levels. We, thus, include at

the end of this section a regression like the logarithmic speci�cation but with the logarithm

12In the case of closures we use � log(1��E
j

ist
) as the dependent variable.
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of initial employment levels (log(1 +Eist))) as the dependent variable.

6.3 Results

In this section, we present the results obtained from estimating the regressions described

above on the LRD data. In our base speci�cation, we use metropolitan areas as the ge-

ographic unit of observation and estimate the regressions one the full pooled set of �ve

year changes from 1972-1977, 1977-1982, 1982-1987 and 1987-1992. Our results strongly

support the importance of labor market explanations for agglomeration, although we �nd

some signi�cant evidence for each of the theories.

Table ?? presents the coeÆcient estimates from our linear speci�cation of employment

growth. The births regressions have 164,552 observations, while the expansion/contraction

and closure regressions only use 85,588 because we have left out state-industries with zero

initial emploment (where the employment changes due to expansions/contractions and clo-

sures can only be zero.) All regressions include state, industry and year �xed e�ects, and

we present standard errors which allow for correlation in the errors within a state-industry.

In the lower part of the table, one can see that the control variables, sist�E
j
it=Eit and

sst�E
j
it=Eit, are highly signi�cant, and the estimates are quite similar to those reported in

Table ??.

In the regression with employment changes due to new �rm births as the dependent

variable, most of the cross-industry variables have the expected positive signs, but the stan-

dard errors on most of the variables are suÆciently large so as to prevent us from drawing

clear conclusions on which factors are and are not important. The LaborMix variable is

highly signi�cant. The regression with employment changes due to plant openings by pre-

existing �rms as the dependent variable suggests that proximity to downstream customers

may be important for these �rms, but, again, the results are inconclusive. In the closure

regression, none of the explanatory variables are both signi�cant and of the expected sign.

None of the variables are signi�cant in the expansion/contraction regression.

As we mentioned earlier, the linear speci�cation might be expected to yield weak results

given the large outliers which are present in the data. For this reason, we also estimated and
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will now focus on the log speci�cation. The results, which are presented in Table ??, are

much more consistent; most of the estimates are highly signi�cant and have the expected

signs.

The e�ects of the presence of input suppliers and customers are fairly modest. The e�ect

of proximity to suppliers as captured by the Input variable is insigni�cant in generating

new �rm births but appears to matter more in predicting the location of old �rm births.

The opposite appears to be true for our Output measure of the presence of downstream

customers, which is more important in explaining where new �rms births are located.

The magnitudes of these e�ects are fairly small; a one standard deviation increase in the

present of input suppliers leads only to a 0.03 standard deviation increase in the presence

of old �rm births. In addition, in unreported regressions we did not �nd that these e�ects

were any stronger in industries with higher transport costs (as measured by weight per

dollar of shipment) or that the e�ects were stronger when the suppliers/customers were

nonintegrated �rms. Of course, part of the e�ect of these variables may be working through

the initial level of employment in the state, and these regressions can only be interpreted

as suggesting that input suppliers have only a negligible impact on new plant births over

and above their e�ect on the \steady state" level of employment in the state.

Relative to the e�ect of input and output related industries, the importance of our

LaborMix measure of the suitability of an area's labor force is striking. New plants seem

to have a very strong tendency to locate where there are other industries using the same kind

of workers. A one standard deviation increase in the level of the labor mix variable causes

a 0.18 standard deviation increase in the number of new plant births. This e�ect of labor

mix is important for old �rm plant births as well but somewhat smaller. A one standard

deviation increase in the labor mix variable leads to an 0.13 standard deviation increase in

the log of employment from new plant births. These e�ects appear to be somewhat stronger

in industries with a higher closure rate, con�rming the basic Marshallian hypothesis.

The e�ect of the Integration variable, which is meant to be a proxy for some kinds of

intellectual spillovers, is also quite signi�cant. A one standard deviation increase in that

variable leads to an 0.08 standard deviation increase in the log of new births. This e�ect is
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stronger for old plant births, and comparable to the e�ect of labor mix in those regressions.

In addition, the e�ect of this integration variable is indeed stronger in those industries

which employ more workers in occupations requiring a college education, suggesting that

intellectual spillovers may be a more important determinant of location choices in idea-

oriented industries. The e�ect of the TechF low measure of intellectual spillovers is much

smaller, although it also is highly signi�cant in the old �rm birth regressions.

In the regression with employment changes due to plant closures as the dependent

variable, only the LaborMix and TechF low variables are signi�cant and each is associated

with more plant closings rather than fewer. While these are not e�ects which would tend to

cause agglomeration, the LaborMix result may not be inconsistent with Marshall's view of

labor market pooling. While a geographically isolated �rm which experiences a downturn

in its demand or a negative productivity shock might be able to retain many of its workers

at lower pay and exploit their occupation-speci�c human capital, one could imagine that a

�rm which shares a pooled labor market may be less able to retain its employees and be

forced to shut down.

To provide a more complete picture of where the LaborMix and Integration results

are coming from, Table ?? reports coeÆcient estimates from log regressions in which the

coeÆcients on LaborMix and Integration are allowed to vary with the two-digit industry

to which a three-digit industry belongs. Both variables seem to be very strong predictors

of the locations of new and old �rm births in the fabricated metals, industrial machinery,

electonic and electrical equipment and instruments industries (SICs 34, 35, 36 and 38).

This suggests that both the labor market pooling and intellectual spillovers hypotheses are

particularly important for these more high technology industries. The variables are also

both important for new �rm births in the lumber and furniture industries (SICs 24 and

25), and Integration is also important in the food and chemicals industries (SICs 20 and

28).

Table ?? repeats our log regressions at the state level. In both the new and old �rm birth

regressions, the presence of input suppliers now has a larger e�ect than does the presence

of downstream customers. Taken together with the previous results, this suggests that
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suppliers are in general a more important consideration in location choice and that �rms

may only need to be reasonably close to suppliers while most of the bene�ts to locating

from customers may come from locating in the same city. The integration variables are

also, again, signi�cant. By far, though, the dominant e�ect in these regressions is again the

LaborMix variable. The estimated magnitude of its e�ect here is larger than any of the

e�ects in any of our previous regressions.

Finally, Table ?? reports estimates from regressions where the log of (one plus) the level

of employment in a particular MSA-industry is the dependent variable. Since the presence of

other industries is certainly a function of the location of one's own industry, these results are

best interpreted as a reduced form establishing some stylized facts rather than establishing a

causal link. The Output variable is highly signi�cant, as are the Integration and TechF low

variables. However, all of these variables are completely dominated by the importance of

LaborMix: A one standard deviation increase in this variable increases the level of steady

state employment by 0.41 standard deviations.

7 Conclusion

This paper has argued that the concentration of industries is best viewed as a dynamic

process in which the combination of plant births, closures and expansions/contractions act

together to maintain a slow-changing level of industrial concentration. A primary �nding of

this paper is that the birth process, especially for new �rms, acts to reduce concentration as

the new plants are generally located away from established industry centers. This is partly

balanced by the closure process which generally favors plants in agglomerated areas.

To examine these processes further and to understand the forces underlying agglomera-

tion, we tested three di�erent theories of industrial location. We found that the presence of

input suppliers and customers is relatively unimportant in explaining why �rms in di�er-

ent industries locate near one another. Intellectual spillovers appear to be somewhat more

important, but the location process appears to be dominated by the labor mix of a partic-

ular area: plants do seem to locate near other industries when they share the same type

of labor. This e�ect is quite large and suggests that labor market pooling is a dominant
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force in explaining the agglomeration of industry. Of course, this e�ect could potentially

be occurring because industries with similar labor mixes share ideas as well as workers, and

we leave further examination of that concern to later work.
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Appendix A

In this appendix we provide a more complete derivation of the life-cycle decomposition

of changes in the average plant Her�ndahl.

Let eikt be the employment level in the kth plant in industry i at time t. De�ne

zikt � eikt=
P

k eikt, �zikt � zikt+1 � zikt, and ~zikt � zikt �
1

Ni

where Ni is the number of

plants which operate in the industry either in period t or in period t+ 1

If one runs a regression with employment changes within each plant-industry as the

dependent variable on the sample of plant-industries which have positive employment either

in period t or period t+ 1

(A1) zikt+1 � zikt = �̂+ �̂~zikt + �̂ikt;

the estimates will always satisfy �̂ = 0,
P

ik �̂ikt = 0, and
P

ik ~zikt�̂ikt = 0. (Note that we say

plant-industry just to indicate that there's one observation on each plant for each industry

to which it belongs in either time period of the pair; a plant which has switched industries

between t and t+1 thus has its experiences recored in two observations in the regression.)

Changes in Ht are related to the regression coeÆcients by

Ht+1 �Ht = (2�̂ + �̂2)

 
Ht �

1

I

X
i

1

Ni

!
+
1

I

X
ik

�̂2ikt

To see this, we simply note that
P

k ~z
2
ikt =

P
k(zikt �

1

Ni
)2 = Hit �

1

Ni
and then substiture

the regression equation into the plant Her�ndahl formula:

Ht+1 �Ht =
1

I

X
ik

~z2ikt+1 � ~z2ikt

=
1

I

X
ik

2�zikt~zikt +�z2ikt

=
1

I

X
ik

2(�̂~zikt + �̂ikt)~zikt + (�̂~zikt + �̂ikt)
2

=
1

I
(2�̂ + �̂2)

X
ik

~z2ikt +
1

I

X
ik

�̂2ikt

= (2�̂ + �̂2)
1

I

X
ik

(Hit �
1

Ni

) +
1

I

X
ik

�̂2ikt

Let

�z
j
ikt =

�e
j
ikt � zikt�E

j
it

Eit+1

:

If we estimate separate regressions for each of the J components of changes in the plant-

industry employment shares,

�z
j
ikt = �̂j + �̂j ~zikt + �̂

j
ikt;
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the estimates will be related to the estimates obtained from the regression (A1) of overall

share changes by �̂ =
P

j �̂j and �̂ikt =
P

j �̂
j
ikt: The fact that the �H

j
t de�ned in (4) in

the text satisfy Ht+1 � Ht =
P

j �H
j
t then follows immediately from the expression for

Ht+1 �Ht given above.

Again, the de�nition can be motivated by regarding the formula as attributing to events

in the jth category both the change in the plant Her�ndahl which would have resulted if

the those events were the only employment changes and a portion of the additional change

in the Her�ndahl which results from the correlation between events of the jth and other

types. In thinking about correlation here (and if one wants to think about mean reversion

and randomness) it is important to keep in mind that the relevant correlations here are

only those at the level of the individual plant.
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Appendix B
This appendix provides additional information on the data used in the paper.

Industries

The industry codes provided in the LRD are available in two forms, based on the

SIC prevailing when the census was taken and based on the current (1987) SIC. We use

the latter, so that industry de�nitions are consistent. Industries are aggregated to the

3-digit level, which includes 140 industry groups. Six of these were dropped: the four

industries covering tobacco products (211, 212, 213 and 214), as well as the search and

navigation equipment and fur goods industries (381 and 237). The tobacco industries were

excluded because of the importance of industry switches among them, which probably do

not reect fundamental changes in the operations of the plants from which the state-industry

employment numbers are derived. Similarly, there were large reported switches between the

fur goods and women's outerwear industry which would have made the fur goods industry

a large outlier in its concentration change. The search and navigation equipment industry

was excluded because of a major discontinuity in employments over time, which might be

due to recoding in the years prior to 1987 to make them consistent with the 1987 SIC.

Input and Output

The Iji and Oij coeÆcients are calculated using the \Use of Commodities by Industries"

table from the 1987 Benchmark Input-Output Accounts. This table provides numbers on

the value of each group of commodities used as input in each industry at the national

level. While some commodities can partly be produced by other industries than the one

associated with these commodities, we ignore this distinction and therefore interpret the

numbers from the table as providing an estimate of how much of an industry's production

is used as an input to other industries. Since the industry groups used in producing the

input- output tables di�er from the SIC ones, some of the numbers had to be reallocated to

make them consistent with our 3-digit SIC industries. In general, I-O industries consist of

one or a group of 4-digit SIC industries. In most cases, these I- O industries don't overlap

3-digit SIC industries. In this case, the rows (columns) corresponding to the I-O industries

are collapsed into a single row (column). If there is some overlap, the numbers for that I-O

industry are allocated to the 3-digit SIC industries based on the total value of shipments

of the 4-digit SIC industries that make up the I-O industry. A column of the resulting

matrix, say i, says how much of the corresponding 3-digit industry's inputs come from the

set of all 3-digit industries. The input coeÆcient, Iji, is then equal to the (j,i) entry of

the matrix divided by the sum of the entries in the ith column excluding the (i,i) entry,

i.e. it is the fraction of industry i's inputs (excluding the inputs coming from within the

industry) coming from industry j. To obtain the Oij coeÆcient, we divide the (i,j) entry by

industry i's total output (as calculated as the sum of all uses for the commodities comprised

in industry i in the original I-O table, including �nal uses such as consumption, investment,

etc.).

The Input variable for a given industry-state, say (i; j) is calculated by summing over all

other industries the products of the Iji coeÆcients by the corresponding fractions Ejst=Ejt,

which are equal to the shares of employment in all other industries that is located in state

s. The Oij variable is obtained in a similar fashion. For Input SU and Output SU , we

calculate the shares of employment ES
jst=E

S
jt based on single-unit �rms only. Otherwise,
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the calculations are the same.

LaborMix and College

The Lio variable comes from the National Industry-Occupation Employment Matrix

(NIOEM) for 1987, which presents employment numbers (at the national level) for a group

of 277 occupations and 185 broadly-de�ned industries, including 51 manufacturing indus-

tries. Each 3-digit SIC industry is assumed to possess the same composition of employment

(by occupation) as that of the NIOEM industry to which it belongs. Lio is simply the

fraction of industry i's employment that is in occupation o. College comes from the same

source. Each of the 277 occupations was classi�ed (based on the authors' best guess) as ei-

ther requiring or not requiring a college degree. Collegei equals the fraction of employment

in industry i that is part of these occupations.

Techflow

The Tji numbers are derived from Table 20.1 of Scherer (1984). Each entry in that

table is a dollar amount of 1974 R&D spending in a given industry that is assumed to

ow out to bene�t another industry. The conversion from the 38 broadly-de�ned groups

of manufacturing industries reported there to our 3-digit industries was achieved by appor-

tioning the number for a given entry in the table to the corresponding 3-digit industries

based on the latter industries' total value of shipments (obtained from the 1987 Census of

Manufactures). For instance, if T �
mn is the entry in Scherer's table corresponding to the

dollar ow of bene�ts from industry m to industry n, and j (resp., i) is a 3-digit industry

that is part of industry group m (resp., n) and accounts for a fraction wj (resp, wi of all

shipments in that industry group, then Tji = wiwj T
�
mn.

Integration

The employment numbers used to calculate the Wij variable come from the LRD.

Weight

This measure of transportation costs for the industry is equal to the total weight of ship-

ments (in tons) divided by their total value, as obtained from the 1977 Census of Trans-

portation (the last year for which these numbers were available). The distance measure

mentioned in the text is equal to ton-miles divided by total weight (which is a ton-weighted

average of distance shipped).

38



Table 1: Mean levels of geographic concentration 1972 - 1992

1972 1977 1982 1987 1992

Ellison-Glaeser index () .039 .039 .038 .036 .034

Raw concentration (G) .049 .049 .049 .046 .045

Plant Her�ndahl (H) .013 .012 .012 .012 .013

Employment weighted mean  .038 .038 .037 .035 .034

Table 2: Correlation of Ellison-Glaeser index over time (1972-92)

1972 1977 1982 1987

1977 .973

1982 .967 .973

1987 .918 .924 .969

1992 .917 .925 .962 .975
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Table 3: Pattern of raw concentration changes across industries

Average Estimates Average �ve-year percent

correlation change in raw concentration

Set of Industries Mean  between

[number of industries (1972) 1972 and � � Total Mean Disper-

in brackets] 1992 state Reversion sion

shares

Full sample [134] .039 .86 -.062 .010 -2.4 -12.0 9.6

Geog. concentrated [45] .088 .88 -.043 .010 -2.5 -8.4 5.9

Geog. unconcentrated [45] .006 .86 -.116 .008 -0.1 -21.7 -21.5

Conc. high technology [6] .103 .82 -.065 .013 -4.8 -11.9 7.0

Conc. natural resource [11] .052 .90 -.059 .007 -5.7 -11.1 5.4

Conc. textile & apparel [14] .111 .88 -.015 .010 2.1 -2.8 4.8

Conc. crafts [6] .048 .79 -.064 .011 -1.6 -12.2 10.7

Table 4: Raw concentration changes and industry movement over time

Percentage change in raw concentration

Time Period Total Mean Reversion Dispersion

1972-77 -1.3 -9.6 8.3

1977-82 -1.4 -10.3 8.9

1982-87 -4.3 -16.6 12.3

1987-92 -2.7 -11.7 9.0

Table 5: Employment changes at various life cycle stages

Dependent variables: components of employment share changes, �s
j
ist

Total New Old Closures Expansions/ Switches

Independent change �rm �rm Contractions

variable births births

sist � sst -.062 -.023 -.018 .024 -.031 -.014

(.002) (.0004) (.0006) (.001) (.001) (.001)

sst+1 � sst 1.000 .174 .198 .138 .488 .002

(.023) (.005) (.007) (.012) (.014) (.016)

R2 .05 .11 .05 .02 .07 .00

�(�100) .95 .22 .31 .51 .56 .65

Standard errors in parentheses.
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Table 6: Life cycle decomposition of changes in geographic concentration

Time Percent Percent change in ~t attributed to:

period change New Old Closures Expansions/ Switches

in ~t �rm �rm Contractions

births births

1972-77 0.4 -2.1 -1.8 2.9 -0.7 2.2

1977-82 -2.7 -2.8 -0.8 2.6 -2.8 1.2

1982-87 -5.9 -2.3 -1.2 -0.1 -2.4 0.2

1987-92 -4.7 -2.7 0.2 0.6 -2.9 0.4

Average of estimates -3.2 -2.5 -0.9 1.5 -2.2 1.0

Table 7: Life cycle decompositions for various subsets of industries

Set of Average Percent change in ~t attributed to:

industries percent New Old Closures Expansions/ Switches

change �rm �rm Contractions

in ~t births births

Full sample -3.2 -2.5 -0.9 1.5 -2.2 1.0

Geographically concentrated -2.2 -3.1 -1.3 2.5 -2.6 1.2

Geographically unconcentrated 4.9 -0.0 1.6 1.3 0.4 2.4

Conc. high technology -4.1 -1.8 -2.7 5.1 -5.6 0.8

Conc. natural resource -8.3 -3.2 -0.7 0.4 -3.9 0.8

Conc. textile & apparel 0.9 -1.5 0.3 0.4 0.5 1.9

Conc. crafts -0.1 -4.3 -0.7 2.5 -1.6 3.0
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Table 8: Life cycle employment changes with plant age and size e�ects

Dependent variables: �E
j
ist=Eit

Independent New �rm Old �rm Closures Expansions/

variables births births Contractions

sist(�E
j
it=Eit) .63 .72 .88 1.16

(8.6) (4.0) (18.4) (16.9)

sst(�E
j
it=Eit) .39 -.01 .24 -.32

(5.9) (0.0) (4.5) (-5.2)

log(avg. plant size) .07 -.02

(4.2) (-2.0)

Share 0-4 yrs old -.02 .02

(-8.4) (3.7)

Share 5-9 yrs old -.01 .02

(-5.8) (3.8)

Adjusted R2 .51 .23 .57 .35

Number of obs. 164,552 164,552 85,598 85,598

Regressions at MSA level include MSA, industry, and year �xed e�ects.

Estimated t-statistics in parentheses.
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Table 9: Employment changes and initial state-industry employment by 2-digit industry

Dependent variables: �E
j
ist=Eit

New �rm Old �rm Closures Expansions/

Industry births births Contractions

sist sst sist sst sist sst sist sst

20. Food .46 .49 .67 .03 .76 .24 1.11 -.14

22. Textiles .57 .63 .99 .08 .84 .35 1.06 -.36

23. Apparel 1.11 .18 .71 .01 1.15 02 .80 .01

24. Lumber & wood .55 .20 .81 -.13 .84 .11 1.11 -.10

25. Furniture & �xtures .38 .52 .37 .53 .56 .56 1.14 -.00

26. Paper .27 .66 .84 -.12 .84 .37 1.10 -.38

27. Printing & Publishing .41 .55 .38 .63 .56 .72 1.16 -.50

28. Chemicals .41 .51 .54 .16 .67 .37 1.07 -.18

29. Petroleum & coal .44 .34 .61 .29 .88 -.03 1.08 -.07

30. Rubber & misc. plastics .39 .61 .32 .37 .95 .34 1.32 -.58

31. Leather .47 .87 .94 -.21 1.00 .30 .99 -.42

32. Stone, clay, & glass .20 .64 .25 .35 .65 .35 1.32 -.38

33. Primary metals .50 .47 .38 .21 .98 .13 1.10 -.17

34. Fabricated metal products .58 .29 .56 .03 .80 .22 1.19 -.25

35. Industrial machinery & equip. .69 .17 .85 -.12 .85 .27 1.12 -.30

36. Electronic & electric equip. .44 .59 .36 .54 .60 .67 1.17 -.31

37. Transportation equipment .21 .64 .94 -.58 .73 .34 1.06 -.25

38. Instruments .16 .81 .79 -.15 .73 .19 1.42 -.64

39. Miscellaneous .68 .23 .85 -.12 .90 .24 1.93 -1.26

Regressions at MSA level include MSA, industry and year �xed e�ects. Regressions

for closures and expansions/contractions include age and size controls.

43



Table 10: Employment growth due to births, closures, and expansions: linear speci�cation,

MSA data

Independent Dependent variables: �E
j
ist=Eit

variables New �rm Old �rm Closures Expansions/

births births Contractions

Input .07 -.01 -.01 -.01

(1.5) (0.8) (-0.8) (-0.5)

Output .00 .06 -.04 .01

(0.1) (2.9) (-2.2) (-0.4)

Labor mix .06 -.01 -.08 -.01

(5.2) (-1.0) (-2.4) (-1.4)

Integration .05 -.03 -.04 -.01

(1.1) (-0.8) (-2.2) (-1.4)

Tech. ows -.06 .03 .01 -.00

(-2.4) (1.6) (1.8) (-0.3)

sist(�E
j
it=Eit) .60 .73 .86 1.16

(9.9) (3.9) (17.7) (16.8)

sst(�E
j
it=Eit) .36 -.03 .24 -.32

(4.8) (-0.2) (4.6) (-5.0)

log(avg. plant size) .05 -.02

(3.4) (-1.9)

Share 0-4 yrs old -.04 .02

(-9.1) (3.1)

Share 5-9 yrs old -.02 .01

(-6.0) (3.4)

Regressions include MSA, industry, and year �xed e�ects.

t-statistics in parentheses.
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Table 11: Employment growth due to births and closures: log speci�cation, MSA data

Independent Dependent variable: log(1 + �E
j
ist)

variables New �rm births Old �rm births Closures

Input -.00 -.00 .03 .03 -.01

(0.0) (0.0) (2.8) (3.1) (-1.9)

Output .02 .02 .01 .01 .00

(3.2) (3.4) (0.6) (1.2) (-0.8)

Labor Mix .18 .17 .13 .13 -.07

(13.4) (12.6) (9.7) (9.4) (-5.5)

Labor Mix*Closure rate .02 .01 .02

(6.1) (3.2) (4.4)

Integration .08 .08 .10 .11 .00

(5.0) (5.2) (4.9) (5.6) (-0.2)

Integration*College .01 .06 -.01

(1.2) (5.0) (-2.0)

Technological Flows .00 .00 .04 .04 -.01

(0.3) (0.3) (4.9) (4.4) (-4.0)

log((1 +Eist)j�E
j
itj=Eit) .16 .16 .14 .14 1.24

(68.4) (68.4) (54.5) (54.5) (173.1)

log(sstj�E
j
itj) .04 .04 -.04 -.04 -.34

(6.9) (6.9) (-8.0) (-8.0) (-20.6)

log(avg. plant size) .75

(114.3)

Share 0-4 yrs old -.08

(-27.6)

Share 5-9 yrs old -.02

(-6.4)

Adjusted R2 0.56 0.56 0.32 0.32 0.57

Number of obs. 163,938 163,938 163,938 163,938 85,588

Regressions include MSA, industry, and year �xed e�ects. Dependent variable

for closure regression is � log(1��Eclosure
ist ). t-statistics in parentheses.
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Table 12: Industry speci�c coeÆcients on LaborMix and Integration

Dependent variable: log(1+�E
j
ist)

Industry New �rm births Old �rm births Closures

Labor Integ. Labor Integ. Labor Integ.

20. Food .09 .44 .26 .45 -.15 -.11

22. Textiles .15 .06 .10 .02 -.34 -.04

23. Apparel .18 .18 .08 .12 .07 .01

24. Lumber & wood .37 .24 .39 .03 .01 .03

25. Furniture & �xtures .32 .21 .09 .15 .04 -.01

26. Paper -.07 .03 .06 .03 .08 -.01

27. Printing & publishing .25 .06 .29 .10 .01 .01

28. Chemicals -.04 .23 .25 .37 .05 -.03

29. Petroleum & coal -.05 -.21 .20 -.29 .10 .07

30. Rubber & misc. plastics .17 .09 .23 .10 -.14 .01

31. Leather -.23 .07 -.08 -.03 -.25 -.05

32. Stone, clay, & glass .07 .19 .10 .21 -.05 .01

33. Primary metals .10 .04 .11 .04 -.29 -.09

34. Fabricated metal products .33 .16 .22 .18 .12 .01

35. Industrial machinery & equip. .47 .24 .33 .30 .03 .01

36. Electronic & electric equip. .27 .17 .26 .19 -.02 -.04

37. Transportation .08 .10 .08 .08 -.19 -.03

38. Instruments .30 .22 .34 .31 -.16 -.02

39. Miscellaneous .16 .26 -.04 .22 .01 .02

Regressions include MSA, industry, and year �xed e�ects. Regression for closures has

dependent variable �log(1��Eclosure
ist ) and includes plant age and size controls.
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Table 13: Employment changes due to birth and closures: log speci�cation, state data

Independent Dependent variable: log(1+�E
j
ist)

variables New �rm births Old �rm births Closures

Input .04 .04 .08 .07 -.01

(5.5) (5.6) (7.8) (7.5) (-2.5)

Output .03 .03 .01 .02 -.02

(5.1) (5.1) (1.6) (2.6) (-3.8)

Labor mix .43 .43 .25 .25 -.06

(11.0) (10.6) (5.4) (5.3) (-2.0)

Labor mix*Closure rate .00 .02

(0.0) (2.4)

Integration .06 .06 .09 .04 .01

(5.9) (5.9) (6.5) (2.4) (4.4)

Integration*College -.05 .50

(-1.5) (5.2)

Technological Flows -.01 -.01 .03 .02 -.01

(-1.5) (-1.5) (3.3) (3.0) (-2.1)

log(1 +Eistj�E
j
itj=Eit) .20 .20 .25 .25 1.28

(29.5) (29.5) (30.0) (30.0) (92.5)

log(sstj�E
j
itj) .34 .34 .14 .14 -.36

(13.5) (13.5) (6.3) (6.2) (-11.0)

log(avg. plant size) .72

(57.7)

Share 0-4 yrs old -.05

(-11.2)

Share 5-9 yrs old -.01

(-3.1)

Adjusted R2 .73 .73 .54 .54 .74

Number of observations 27,234 27,234 27,336 27,336 23,473

Regressions include state, industry, and year �xed e�ects. Regression

for closures has dependent variable �log(1��Eclosure
ist ) and includes

plant age and size controls.
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Table 14: Initial employment, MSA data

Independent variables Dependent Variable: log(1+Eist)

Input .01

(.08)

Output .06

(6.9)

Labor mix .41

(21.7)

Integration .04

(3.8)

Technological Flows .03

(6.5)

log(sstEit) .58

(45.8)

Adjusted R2 .54

Number of observations 164,552

Regressions include MSA, industry, and year �xed e�ects.

t-statistics in parentheses.
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